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Context

Overview

@ Neural networks: state-of-the art performances in various complex
tasks (e.g., image recognition, speech translation)
— Growing will to deploy models on embedded systems
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@ Adversarial machine learning: Serious threats require efficient
countermeasures
o Critical decision systems (health, defense and security, ...)
e Autonomous car
o ...
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Security of Machine Learning systems
Threat Model

EXTRACT INFORMATION

Fool A moDEL
Training data (medical, financial, biometric,

classified...) The output prediction is not the expected
one (i.e. correctly learned)
Fool a model under theradar, ie. in a

Model (IP, imited authorization) \ 4 £
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(almost) imperceptible way

Critical cases:
Autonomous vehicle « Stop » recognizes as
« 130km/h » sign.
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Attack aflearning / inference time 2

What knowledge about the model 2

S White box / Black box paradigm MAKE THE SYSTEM USELESS

Attack the environment (e.g. classical DoS)
Strongly alter the performance of the model

Probing / Querying the model

Figure: CIA threat model for a Machine Learning system
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Security of Machine Learning Systems
Striking the ML pipeline

RECOVERY OF SENSITIVE
TRAINING SET TRAINING DATA
POISONING

Apprentissage
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ADVERSARIAL @ Goodfellow et al., Defense against the dark arts:

An overview of adversarial example security research and future research directions, 2018
EXAMPLES

Original image Adversarial image
Cat

(small) adversarial perturbation
created by attack

Rémi Bernhard Security of Neural Networks June 12, 2019 4/4



